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In this article, we present a study about classification
methods for large-scale categorization of product offers
on e-shopping web sites. We present a study about the
performance of previously proposed approaches and
deployed a probabilistic approach to model the classi-
fication problem. We also studied an alternative way of
modeling information about the description of product
offers and investigated the usage of price and store of
product offers as features adopted in the classification
process. Our experiments used two collections of over a
million product offers previously categorized by human
editors and taxonomies of hundreds of categories from
a real e-shopping web site. In these experiments, our
method achieved an improvement of up to 9% in the
quality of the categorization in comparison with the best
baseline we have found.

Introduction

Online shopping sites offer a large diversity of products
in hundreds of different categories. Examples of e-shopping
sites are: Yahoo! Shopping, Google Products, MSN Shop-
ping, Shopping.com. Such web sites provide several services
to their users such as product recommendation, price com-
parison, and store location. A crucial task to be performed by
e-shopping sites to support these services is product cate-
gorization, the task of categorizing incoming product offers
from online stores according to a pre-defined product
taxonomy.

In this context, classification systems play a central role in
e-shopping systems, being used in the tasks of searching and
comparing offered products (Baron, Shaw, & Bailey, 2000;
Leukel, Schmitz, & Dorloff, 2002). The result of product
classification systems can be seen as a catalog, which is a
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structure used to store various product offers in a defined
taxonomy (Baron et al., 2000).

Several current e-commerce web sites, such as Amazon,1

eBay,2 and Shopping UOL,3 organize their products in cata-
logs. Such structures support a series of other applications in
the e-commerce environment, for instance product search and
personalized recommendation (Kwon, Kim, Kim, & Kwak,
2008; Pu, Chen, & Kumar, 2008). Searching for products
is often the first stage in a consumer’s purchasing process.
Thus, the usage of product catalogs to help search systems
to find the desired product may improve the user’s experi-
ence. Well-organized catalogs also facilitate the building of
personalized recommendation systems (Cho & Kim, 2004).

The problem addressed here can be better defined by con-
sidering how an e-shopping service works. First, features
related to each product offer, such as product description,
product price, and name of the store, are obtained from online
stores. This first step can be performed through a transfer of
data from the store to the e-shopping service or by a crawl-
ing and wrapping process to collect and extract the required
features from the web sites of online stores (Wong, Lam, &
Wong, 2008). After acquiring the data, each product offer
must then be categorized, that is, associated with a cate-
gory from the product taxonomy adopted on the e-shopping
service.

Owing to the crucial role played by product categoriza-
tion in their businesses, e-shopping companies usually deploy
a team of specialized editors, who examine each incom-
ing offer to categorize them. This approach has two main
shortcomings: scalability and consistency.

With respect to scalability, as the product offers are auto-
matically obtained (e.g., by crawlers) from several distinct
sources (e.g., online stores), the volume of offers on larger

1http://www.amazon.com
2http://www.ebay.com
3http://shoppinguol.com
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e-shopping web sites is unbearable for editors to deal with,
and categorization can be a bottleneck in the e-shopping busi-
nesses. For instance, reports in the literature estimate that
manually categorizing a single item takes 5–10λmin (Abels,
Hahn, & Oldenburg, 2006; Grabowski, Lossack, &Weißkopf,
2002) and may cost about $0.25 USD (Wolin, 2002).

With respect to consistency, as distinct editors are
deployed, subjectivity over ambiguous offers may lead to
inconsistent categorization. The high volume of offers being
processed can also have an impact on the quality of the man-
ual classification, since there is usually a large number of
offers to be processed every day. Such difficulties may lead
human editors to produce classification errors which are not
desired, but can be accepted in the e-shopping services.

This scenario opens an opportunity for deploying auto-
matic classifiers to help editors with their task (Abels et al.,
2006; Wolin, 2002). This, however, represents a challenge
by itself for many reasons. First, there is a large number of
categories and products to take into account. This restricts
the use of the classical machine learning-based classifiers,
such as SupportVector Machines (SVM), which are generally
avoided when dealing with more than 20 classes (Crammer &
Singer, 2002a; Sulzmann, Fürnkranz, & Hüllermeier, 2007).
Second, the idiosyncratic way by which products are catego-
rized by human editors makes it hard to model their behavior
in automatic classification methods.

In this article, we present a lightweight method for the
large-scale categorization of product offers on e-shopping
web sites, named here as TopCat. Similar to the previous
methods in the literature (Wolin, 2002), our method works
by looking for the best match between an unseen incom-
ing product offer, represented by its attributes or features,
and the categories in a given taxonomy, represented by the
attributes/features of the product offers known to belong to
those categories. We study the impact of three distinct fea-
tures in the classification task and study how to combine
these features using a probabilistic model. As demonstrated
in experiments, these efforts allowed us to obtain more pre-
cise categorization results when compared with the previous
work.

We tested our method over two datasets of approximately
1.5 million product offers previously categorized by human
editors on a taxonomy of hundreds of categories from Shop-
ping UOL. As a baseline, we used AutoCat (Wolin, 2002),
MNB (Pavlov, Balasubramanyan, Dom, Kapur, & Parikh,
2004), kNN (Chakrabarti, 2003), and CFC (Guan, Zhou, &
Guo, 2009); other categorization methods.

The remainder of this article is organized as follows. The
following section overviews the related work. Challenges on
product offer classification through the analysis of two real
datasets are described in Datasets and Challenges. The details
of the techniques we developed for categorizing products
are described in TopCat and the subsequent section reports
and analyzes the experimental results obtained. The penulti-
mate section discusses the performance issues. Finally, final
remarks, conclusions, and suggestions are provided for future
work.

Related Work

Almost all classification systems currently used in
e-shopping web sites take advantage of the pre-existing prod-
uct catalogs, since, each catalog is composed of a set of
keywords, descriptors, and attributes for each class. Well-
known product classification catalogs are: UNSPSC, ETIM,4

and eCl@ss.5 A comparison between these three catalogs in
order to verify the ability to better represent product attributes
can be found in Beneventano, Guerra, Magnani, and Vincini
(2004). While the previous study can be useful as a guide-
line for the study presented here, we deal with a different
scenario. In our case, each product offer is collected from
web pages found on the online store web sites. Once each
product offer is extracted from the web site, we classify them
into an e-shopping taxonomy. In the scenario considered in
Beneventano et al. (2004), the e-shopping web site and the
stores establish protocols to exchange product data (Quantz &
Wichmann, 2003), this allows the classification system to
adopt a pre-defined catalog and then obtain more complex
and well-structured data.

A study about the impact of standardization of products in
e-commerce was presented in Abels and Hahn (2005). This
work investigates the existing approaches to the automatic
classification of products and how to deal with the fact of
having more than one taxonomy to categorize an incoming
product.

Among the several distinct categorization methods found
in the literature, at least three alternatives can be consid-
ered as the classical methods: SVM (Joachims, Nedellec, &
Rouveirol, 1998), kNN, and the Naive Bayes. Our classifica-
tion scenario, with hundreds of categories and thousands of
product offers, is not suitable for applying the SVM classi-
fier (Joachims et al., 1998), state-of-the-art in categorization
tasks, since it suffers from performance problems in scenarios
with a large number of categories and training instances (Liu
et al., 2005). The other two classical classifiers may be good
options to the scenario addressed here and are included in
our experiments. A more complete review about categoriza-
tion methods can be found in Sebastiani (2006), Chakrabarti
(2003), and Rish (2001). Below we describe the baselines
considered in our experiments, which were composed not
only of classical classifiers, but also of specific solutions
found in the literature to classify product offers in e-shopping.

A scenario similar to ours was considered in Wolin (2002),
where the author proposed a product classification method
named as AutoCat. AutoCat uses a variation of the vector
space model (Salton & McGill, 1983) that allows typical
product attributes to be represented in the model. Exam-
ple attributes are short and long descriptions, manufacturers’
name, and category label. In the AutoCat method, the train-
ing phase is accomplished by previously categorized data in
which the system takes advantage of different features to rep-
resent each product offer. These features are combined using
a weight feature optimization method in order to generate

4http://www.etim.de
5http://www.eclass-online.com
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a ranking where the category at the top of the ranking is
assigned to a given product offer. As a best result, AutoCat
obtained 79.5% of accuracy when using all features studied
by the authors. One of the features considered by the authors
was the price of the product, which they concluded was not
useful to improve the accuracy of their method. In our exper-
iments, we also adopted the price and observed that although
it does not improve the micro-F1, which is similar to the
accuracy, it is useful to improve the quality of results when
evaluating them by the metric macro-F1.

Pavlov et al. (2004) studied the application of Naive Bayes
classifiers as an alternative for classifying product offers in
e-shopping. The authors experimented with several heuris-
tic feature transformations, such as IDF and normalization
by the length of the documents, to improve the accuracy of
Naive Bayes. They applied these transformations to solve
two problems: the classification of products onYahoo! Shop-
ping and clustering the vectors of collocated terms in user
queries to Yahoo! Search. We use here the Naive Bayes with
the best transformation found by Pavlov et al., the length nor-
malization, as one of the baselines in our experiments. In the
classification experiments, with a real collection fromYahoo!
Shopping, the Naive Bayes method with length normaliza-
tion achieved a micro-F1 of 82.81% using title of offers and
product description as features.

Guan et al. (2009) proposed, in the recent work, a
fast Class-Feature-Centroid (CFC) classifier for multi-class,
single-label text categorization. Their main motivation was
to develop a fast and an effective classifier for web applica-
tions, such as e-shopping services. In CFC, a centroid is built
from two important class distributions: inter-class term index
and inner-class term index. CFC proposes a novel combina-
tion of these statistics and employs a denormalized cosine
measure to calculate the similarity score between a text vec-
tor and a centroid. Experiments on the Reuters-21578 corpus
and 20-newsgroup e-mail collection show that CFC consis-
tently outperforms the state-of-the-art SVM classifiers on
both micro-F1 and macro-F1 scores. We have included CFC
in our experiments for comparison purposes.

Datasets and Challenges

For our experiments, we adopted two datasets obtained
from Shoppinguol.com, a popular e-shopping web site. They
represent two different snapshots of the database used in
Shoppinguol.com. Although both datasets share the same
general features, differences in the categories and products in
each dataset make them suitable for verifying the generality
of our study. From now on, we refer to these datasets as UOL8
and UOL9, since they were collected in years 2008 and 2009,
respectively. We decided to perform experiments with these
two collections because UOL performed a considerably large
reorganization of its taxonomy in this period, thus providing
two collections that are extracted from the same source, but
have different taxonomies.

Each dataset has two components: a pre-defined taxonomy
and a set of product offers, where each offer is assigned to

TABLE 1. A real product offer.

ID Description Price Store Category

001 MP3 Player Ipod 1λGB Apple 80.00 Store.com MP3 Player

TABLE 2. Basic statistics about the datasets used in our study.

Dataset # Categories # Product offers

UOL8 783 1,161,186
UOL9 919 830,449

a single category on the taxonomy. While UOL uses a hier-
archy to present the product offers to users, the offers are
classified only in the leafs of the hierarchy, thus resulting in a
dataset with a flat taxonomy. Currently, the task of assigning
a product offer to a category is performed by human editors
at Shoppinguol.com, without any automatic method. As both
UOL8 and UOL9 have several hundred thousand products,
categorizing them required a huge human effort.

Table 1 presents a typical example of a product offer from
the datasets. As can be seen, a product offer has a unique
numeric ID along with three other fields indicated in Table 1:
(1) A small product Description, which is composed of a set
of words that describe some of the products characteristics. In
most cases, the product manufacturer’s name is also included
in this field; (2) a product Price, and (3) the name of the Store
that is selling this product. The assignment to a category is
based on these fields. The offer presented in Table 1 would
be assigned to the category MP3 Players.

Table 2 presents the features available in UOL8 and UOL9
datasets. To better illustrate the peculiarities of our datasets,
Figures 1(a) and (b) present histograms in which categories
forming UOL8 and UOL9, respectively, are grouped by
ranges of the number of products assigned to them.

As shown in Figure 1(a), 350 (almost 50%) of the cat-
egories have no more than 100 product offers. On the other
hand, there are three categories with more than 100,000 prod-
uct offers in each. Indeed, these three categories alone make
up more than half of the product offers. A closer look into
UOL8 reveals that there are ambiguous cases in the taxonomy
in which different categories contain similar product offers.
In most cases, products in smaller categories should in fact be
assigned to another larger category that is suitable for them.
However, human editors decided to leave them as separate
categories for subjective reasons that are hard to model. In
other cases, new categories are created for specific products
only to fulfill commercial requirements.

The taxonomy in dataset UOL9 presents a similar pattern
in this regard, as Figure 1(b) shows. Notice that the number
of categories containing no more than 100 product offers has
increased from 350 in UOL8 to 483 in UOL9.

As it can be noticed from Table 2, from Figures 1(a) and
(b), and from the comments above, providing solutions for
the automatic categorization of product offers on e-shopping
web sites is a challenge for many reasons. First, there is a
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FIG. 1. Categories histogram from UOL8 (a) and UOL9 (b).

large number of categories and products to take into account.
Thus, performance and scalability are important issues to be
considered. Second, the idiosyncratic way by which products
are categorized by human editors makes it hard to model their
behavior in automatic classification methods.

These requirements prevent the use of the classical
machine learning classifiers, such as SVM (Crammer &
Singer, 2002b). Multi-class SVM problems are usually dealt
with by using an ensemble of two-class SVMs and in the sce-
nario considered here the number of two-class SVMs required
would be prohibitive, since we have several hundreds of
classes.

TopCat

TopCat models the problem of classifying product offers
using a probabilistic approach. As discussed in the Datasets
and Challenges section, each product offer PO is repre-
sented by three fields: (1) Product Description, (2) Price, and
(3) Store. For each of these fields, we compute a probability
and then combine these probabilities to estimate the prob-
ability of the PO belonging to each category. The product
offer PO is then assigned to the category with the higher
probability according to our model.

We model our classification problem through a belief net-
work model similar to those proposed by Ribeiro-Neto and
Muntz (1996) for ranking documents in search tasks. The
belief network model uses Bayesian networks to provide a
graphical formalism for representing the probability model
developed. Figure 2 illustrates our network where product
offers and categories are represented by their description,
store, and product price.

In the network in Figure 2, each nodeCj models a category,
the node PO models a new product offer to be categorized,
the nodes from K1 to Kt model the keywords that appear in

descriptions of all the offers found in the collection, the nodes
S1 − Sq represent the stores and nodes P1 − Pl represent the
possible prices that can be found in a new product offer, prices
are modeled as discrete values and only prices in the range
found in the training examples are modeled in our network.
The vectors k, s, and p are used to refer to any of the possible
states of the root nodes from K1 to Kt , S1 to Sq, and P1 to
Pl, respectively.

Each node from CD1 to CDN represents a category and
is used to model the probability of a category, given the
occurrence of a product offer description. Analogously, each
node from CS1 to CSN models the probability of a cat-
egory, given the occurrence of a store in a product offer.
Each node from CP1 to CPN represents the probability
of a category, given the occurrence of a price in a prod-
uct offer. Information available in these nodes are then
combined through an or operator to compute the final prob-
ability of each category, given a product offer, which is
represented in nodes from C1 to CN . The category with
the higher value is then associated with the given product
offer.

A binary random variable is associated with the node PO,
which is also denoted by PO. A binary random variable Ki

is also associated with each keyword Ki. A binary random
variable Si is associated with each store value Si and a binary
random variable Pi is associated with each price. In this nota-
tion it should always be clear whether we are referring to the
product offer, to the node in the network, or to its associated
binary variable. For any variable X in the model, we say that
it is 1, denoted by x, to indicate that node X is on and X is 0,
denoted by x, to indicate that X is off.

Following the network described in Figure 2, we take
the information provided by the description field to com-
pute the probability P(cdj|po), i.e., the probability that the
variable CDj is on given that the variable PO is on.According
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FIG. 2. Belief network for combining information related to a product offer PO that belongs to a store represented by node Sm, whose associated price is
represented by node Pz, and whose description contains keywords represented by nodes K1 and Ki.

to the model presented in Ribeiro-Neto and Muntz (1996),
we can write

P(cdj|po) = P(cdj|k)P(po|k)P(k) (1)

where vector k represents a state where only nodes associated
with the keywords that occur in the product offer PO are
active. Further, we model the prior probabilities P(k) and
P(po|k) setting their values to 1, and setting the probability
of each other possible states of the set of nodes from K1 to
Kt as 0.

We now need to define how to compute the value of
P(cdj|k), which should be proportional to the likelihood
of each term of PO occurs in the category Cj represented
by node CDj . We then model such probability as

P(cdj|k) = η
∑

κ∈terms(k)

f(κ, CJ)∑
c′∈C f(κ, c′)

(2)

where the function terms(k) returns the set of terms related to
the active nodes in k, i.e., the terms that occur in the descrip-
tion of product offer associated with node PO. The value
η is a normalizing constant (Pearl, 1988), set to 1/|PO|, where
|PO| is the number of words in the product offer associated
with node PO. Cj is the category represented by node CDj .
The set C is the set of all categories that is composed of the
taxonomy and function f(κ, c) gives the frequency of a term
κ on the examples of product offer descriptions that belong
to a category c in the training dataset.

Following similar ideas, we also compute the value of
P(csj|po) as

P(csj|po) = P(csj|s)P(po|s)P(s) (3)

where s is a state where only the node related to the store
of the product offer PO is active. We also model the values

of P(po|s) and P(s) as 1. And compute P(csj|s) as

P(csj|s) = fs (store(s), Cj)∑
c′∈C fs(store(s), c′)

(4)

where the function store(s) returns the set store related to the
active node in s, i.e., the store of the product offer PO. Cj

is the category represented by node CSj . The set C is the
set of all categories that is composed of the taxonomy and
fs(store(s), c) is a function that gives the frequency of a store
store(s) on the examples of product offers that belong to the
given category c in the training dataset.

Finally, we also compute the value of P(cpj|po) as

P(cpj|po) = P(cpj|p) P(po|p) P(p) (5)

where p is a state where the only node active is the one asso-
ciated with the price of the product offer represented by node
PO. First, we also define the prior probabilities P(p) and
P(po|p) as 1.

Given a price p of a product offer PO and a category CJ

represented by node CPj , we apply a simple yet an effec-
tive approach proposed in Agrawal, Chaudhuri, Das, and
Gionis (2003) to estimate the probability P(cpj|p) based
on prices of known products in the category Cj . Assuming
that the price values in each product offer follow a Gaus-
sian distribution, P(cpj|p) is estimated as the mean value
of a probability density function. We normalize this func-
tion by the maximum probability density, which is reached
when a given value is equal to the mean. Further, we add a
restriction to make P(cpj|p) be zero for categories that do
not share description keywords with the product offer. This
restriction could be easily added to the model presented in
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Figure 2, but it would make the network less didactic and
would require further space for explaining it. We define the
P(cpj|p) as

P(cpj|p) =
⎧⎨
⎩

e
− price(p)−µ(Cj)

2σ(Cj)2 if P(cdj|po) > 0

0 otherwise
(6)

where price(p) is a function that returns the price value asso-
ciated with the only active node of vector p; σ(Cj) and µ(Cj)

are standard deviation and mean, respectively, of price val-
ues from known products in the category Cj represented by
node CPj . The intuition behind P(cpj|p) is that the closest
the price of the new product offer is from the mean price
value of a category, the higher the P(cpj|p) is.

The final conditional probabilityP(cj|po) can now be com-
puted using a disjunctive operator or. This is accomplished
as follows:

P(cj|po) = 1 − (1 − P(cdj|po))

× (1 − P(cpj|po)) (7)

× (1 − P(csj|po))

The computation of the probability P(cj|po) is then used in
TopCat to associate a class with each new product offer to be
classified. Given a new product offer represented by a node
PO, we assign it to the class Cj with higher value of P(cj|po).

Using Segments of Description

We performed several experiments using our classifica-
tion model. After studying the results obtained in the initial
model, we realized that the position of occurrence of terms in
the description may play an important role in the classifica-
tion process. For instance, it is common to have the product
identified in the initial words of a product offer description.
As another example, several CD offers contain the word CD
at the end of the offer description. Based on this observation,
we tested a model where we break the description into seg-
ments of text and then use each segment as an isolated feature
for classification.

In our experiments, we always broke the description field
into three segments, with the first two containing a maximum
of α words, and the last segment containing the remaining
words of the description. We have varied the value of α in
our experiments and shown how to find the best α for new
collections.

For the sake of space, we did not draw our belief network
containing the segment information. This network would
contain new vectors of nodes for each of the three seg-
ment features and the final or operation would include the
probabilities that come from each segment: p(cseg1j|po),
p(cseg2j|po), and p(cseg3j|po). The remaining nodes of
the network, including the nodes representing the complete
description as a feature would not change. It is impor-
tant to notice that the segments probabilities are computed

analogously as P(cdj|po) (Eq. 1). Eq. (7) is now substituted
by the more general equation below:

P(cj|po) = 1 − (1 − P(cdj|po)) × (1 − P(cpj|po))

× (1 − P(csj|po)) × (1 − P(cseg1j|po)) (8)

× (1 − P(cseg2j|po)) × (1 − P(cseg3j|po))

Experiments

We carried out experiments using two distinct datasets
from a real e-shopping web site: UOL8 and UOL9. First,
we evaluate the impact of varying the segment sizes that are
used in TopCat. Second, we present a study of the impact
of each feature that is used by our proposed method. After
that we performed error analyzes with humans in order to
manually verify cases where TopCat did not provide a prod-
uct offer the same category that was assigned by humans in
our dataset. Finally, we compare TopCat with four distinct
baselines. These experiments are intended to show how each
classification method behaves in a real scenario.

In all experiments we report in this section we used a five-
fold cross-validation method (Mitchell, 1997). Thus, each
value presented here represents the average of the values
obtained in each of the five folds. Average results obtained
in the five folds are presented and the variation between
the results of each fold is smaller than 0.001 for all values
presented in the experiments. Thus, we only show average
results in all cases. Further, it is important to mention that all
the differences between methods presented in the article are
statistically significant.

Baselines

In our comparative experiment we have used four dis-
tinct classification methods as baselines. We present the best
parameters setting in all reported results for each baseline.

One of the baselines is AutoCat, proposed in Wolin (2002).
This method proposes the usage of different features to rep-
resent each product. Each feature returns a similarity score.
According to our datasets, we were able to use four of those
features. They are: Category Label, Category Label Phrases,
Short Description, and Short Description Phrases. To com-
bine each feature score and generate the final similarity, we
have performed the feature weight optimization method that
is proposed in Wolin (2002). To provide a fair comparison
between AutoCat and TopCat, we performed experiments
with AutoCat using the same sources of information adopted
in TopCat: the description, the store, and the price. However,
as it was reported previously by the authors, the results when
using price and store are slightly worse. Thus, we decided to
report only the AutoCat results obtained with the four fea-
tures mentioned above, which is also the best combination
we found for it.

The second baseline is the well-known kNN classifier
(Chakrabarti, 2003). In kNN, each product offer is repre-
sented in a vector space and the similarity between an input
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offer and the previously known offers is computed using
cosine measure (Chakrabarti, 2003). The assignment deci-
sion is made by considering the category to which belong the
clear majority of the k known instance with the highest sim-
ilarity with the input offer. In all kNN results reported here,
we have used k = 4, which was the best result we obtained in
the experiments. Thus, the results presented by kNN can be
considered as an upper bound.

The third baseline is the method CFC (Guan et al., 2009),
which uses a centroid-based approach and finally we use the
modified Naive Bayes proposed for classifying e-shopping
products by Pavlov et al. (2004), which will be referred to
as MNB (modified Naive Bayes). These last three baselines
use only textual information and thus we converted the price
and store information into tokens that were added to the
description, using the resulting text to represent each product
offer. As we show in the experiments, the results obtained by
these three baselines are worse than those presented by NoS-
toreNoPrice combination of features when using TopCat. The
NoStoreNoPrice combination represents TopCat using only
the textual information available in the description of prod-
uct offers, thus using the same information available for these
three baselines.

Metrics for the experimental evaluation. To evaluate each
classification approach, we used the traditional classifica-
tion metrics of micro-averaged F1 (micro-F1) and macro-
averaged F1 (macro-F1) (Witten & Frank, 2005). Let P be
the set of product offers used for testing. Let P ′ be the set of
product offers correctly classified by the classifier.

The metric micro-F1 is defined as the percentage of cor-
rectly classified candidates within the set of all classified
candidates:

micro-F1 = |P ∩ P ′|
|P | (9)

To obtain the macro-F1, we need to measure the precision and
recall for each category in the taxonomy. The precision Prc

of a given category c is the percentage of product offers cor-
rectly classified as being of category c, over all product offers
classified as being of category.

The recall Rc of each category c is defined as the percent-
age of product offers correctly classified as begin of category
c, over all product offers that actually belong to category c.

Thus, let T be the set of all categories in the taxon-
omy. The macro-averaged precision is defined as the average
precision for all categories, Pr = ∑

cinT Prc
/|T | and the

macro-averaged recall is also an average of all recall values
for each category, Rr = ∑

cinT Rc

/|T |.
Hence, macro-F1 is the harmonic mean between macro-

averaged recall and macro-averaged precision:

macro-F1 = 2 Pr Rc

Pr + Rc

(10)

Varying the Segment Sizes

One important aim in our method is to determine the max-
imum segment size (α) that provides the best classification
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FIG. 3. Results obtained when varying the segment size in our model.

results. In order to study these parameters, we have run a five-
fold cross-validation of TopCat varying the parameter α from
1 to 4 in both collections. The results are depicted in Figure 3,
where we can see that the best values are achieved when using
size 2 in both collections. When looking at the results, we
observed that it is common to have a match between cate-
gory names and the first terms found in product offers. This
match can partially explain the results presented in Figure 3,
since they are more frequent in the first three positions of the
offer descriptions and become less frequent after the third
position. For the remaining experiments, we set the value 2
for α.

Studying the Impact of Features

Another aspect of our experiments was to assert the impact
of each feature in the classification results. This information
is particularly important for features like store and segments
of descriptions, which are proposed by us, and for the feature
price, which was proposed by Wolin (2002), but is revisited
by us here. To assert the individual impact of each feature
in our experiments, we performed experiments with TopCat
with all features and compared it with its performance when
removing individual features. We also included a version
removing all the segment information to assert the impact
of the segmentation strategy in the method. Thus, we have
the following versions of TopCat in these experiments: with
all features, referred to as TopCat; without price, referred
to as NoPrice; without store, referred to as NoStore; with-
out description, referred to as NoDescription; without first
segment of description, referred to as No1stSeg; without sec-
ond segment of description, referred to as No2ndSeg; without
third segment of description, referred to as No3rdSeg; with-
out any segment of description, referred to as NoSeg.

We also add a combination using only information from
the description in our model, using the complete descrip-
tion and the segments of the description as features and
removing price and store information, referred to as NoS-
toreNoPrice. This latter combination is useful to verify
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TABLE 3. Results of TopCat using nine combinations of the features
studied in our experiments.

UOL8 UOL9

Variation Micro-F1 Macro-F1 Micro-F1 Macro-F1

TopCat 0.96 0.75 0.96 0.78
NoPrice 0.95 0.73 0.95 0.77
NoStore 0.94 0.72 0.94 0.74
NoDescription 0.95 0.75 0.94 0.76
No1stSeg 0.91 0.67 0.90 0.67
No2ndSeg 0.94 0.73 0.94 0.77
No3rdSeg 0.95 0.74 0.94 0.76
NoSeg 0.91 0.66 0.89 0.64
NoStoreNoPrice 0.93 0.73 0.94 0.77

whether our model is still better than the baselines even when
using no extra feature information, since CFC and MNB are
textual classifiers.

Table 3 presents the results obtained when applying Top-
Cat with all versions described above. The most important
conclusion from this table is that the partition of product offer
descriptions into segments has the higher impact in the clas-
sification results in both collections and both metrics. For
instance, when removing all segment features, the results in
UOL8 vary from 0.96 to 0.91 in micro-F1 and vary from 0.75
to 0.66 in terms of macro-F1 (see line NoSeg in the table).
On the other hand, the usage of the whole description is still
useful, although with a smaller impact, even when combined
with its segments. For instance, in UOL9 TopCat would lose
0.02 points both in macro-F1 and micro-F1 if description
was not used (see NoDescription in the table).

Another interesting conclusion we can take from Table 3 is
that price information has a low positive impact in the clas-
sification results. Considering that any improvement in the
quality of results is important in this classification task, price
can still be considered as an alternative feature. Regarding the
feature store, we can say that it had an important contribution
in TopCat results, being able to improve both micro- and
macro-F1 in both collections. The store feature was particu-
larly useful in the metric macro-F1. Macro-F1 results would
be 0.03 smaller in UOL8 and 0.04 smaller in UOL9 if we had
not included this feature in TopCat (see line NoStore in the
table).

Finally, another important conclusion is that the first seg-
ment of the description is by far the most important segment,
which indicates that in a scenario where efficiency is essential
for the system it may be combined to store and produce com-
petitive results. We experimented with this combination and
results were 0.94 in micro-F1 and 0.70 in macro-F1 for col-
lection UOL9. Notice however that this option would cause
significant loss in the macro-F1 results.

Error Analysis

In this section we investigate the cases where TopCat did
not provide the same category assigned by humans, which

TABLE 4. Number of agreements between users and our automatic clas-
sification (TopCat) and users and classifications assigned in the reference
collection (Reference) when analyzing a sample of randomly selected offers
where our automatic method diverges from the reference set in collection
UOL9.

User 1 User 2 User 3 User 4 User 5

TopCat 75 77 75 57 71
Reference 24 35 37 26 27

we consider as errors in our experiments. It is important
to stress that humans may assign wrong categories to some
product offers and also, while in our dataset each offer is
associated with a single category, some offers may fit in more
than one category in the taxonomy. Thus, it is important to
study the error cases in order to check whether they are really
classification errors or not.

To perform this study, we randomly selected a set of 100
product offers where TopCat disagreed with the human clas-
sification provided in the dataset. For each of these offers,
we presented the two alternatives to five users, asking them
to mark which category is correct for the considered product
offer. In cases where the user thinks that both alternatives are
correct he can mark the two options and the user can also
mark none if he thinks that neither of the options are suitable
for the current product offer.

For the error analysis we performed experiments only
with collection UOL9 due to the high cost of manual effort
required in the experiments. The results are presented in
Table 4. As it can be noticed, the results show that the five
users agreed that the category that was provided by Top-
Cat was in fact correct in more than 71%. Further, there is
a surprising conclusion that in fact users have a low per-
centage of agreement with the reference set in these cases.
These results indicate that TopCat was able to identify a better
categorization in these cases.

Given the high error rate in the cases where humans do not
agree with TopCat, we decided to also perform experiments
to check whether a set of users would agree with classifica-
tion in cases where both TopCat and the reference set have
assigned the same category to product offers. For this exper-
iment, we selected 100 product offers and asked users to say
whether the assigned category is correct or not for each offer.
Results are depicted in Table 5, from where we can see that,
in this sample and according to these five users, the overall
quality of the classification when TopCat agrees with the ref-
erence set was above 96%. Although this indicates that the
reference set is not free of errors, it also shows that it can
be used as a quite safe reference to assert the quality and
compare automatic classification methods.

Comparison to Baselines

In this section, we report experiments performed com-
paring TopCat, AutoCat, kNN, CFC and MNB in the task

1846 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—September 2011
DOI: 10.1002/asi



TABLE 5. Number of agreements between users and our automatic classi-
fication (TopCat) when analyzing a sample of randomly selected offers where
our automatic method assigns the same category assigned in the reference
set in collection UOL9.

User 1 User 2 User 3 User 4 User 5

TopCat 96 96 97 98 99

TABLE 6. Table 6 Comparative results.

Metric TopCat AutoCat MNB kNN CFC

UOL8
Micro-F1 0.96 0.87 0.84 0.88 0.73
Macro-F1 0.75 0.56 0.62 0.72 0.38

UOL9
Micro-F1 0.96 0.87 0.83 0.88 0.79
Macro-F1 0.78 0.56 0.63 0.75 0.39

of automatic categorized product offers in e-shopping. Auto-
Cat results present the best combination of features achieved
when using AutoCat, including description.

Table 6 presents the categorization results obtained by the
experiment methods when applied to collections UOL8 and
UOL9 using metrics macro-F1 and micro-F1. In spite of the
large difference in the number of offers and categories found
in the two collections, results and conclusions obtained are
the same in the experiments with them.

TopCat was the best option in both collections and both
metrics adopted. The best baseline was kNN in both collec-
tions. TopCat was 9.1% superior in micro-F1 and 2.7% in
macro-F1 in experiments with UOL8 when compared with
kNN. It is important to notice that, as discussed in the next
section, the computational costs of kNN are higher than all
the other methods. Gains over the other baselines, which
have the same time complexity as TopCat, were all consider-
ably high in both metrics and collections. For instance, when
compared with AutoCat, the second best baseline, gain was
9.1% in micro-F1 and 34.0% in macro-F1 when performing
experiments with UOL8.

A final interesting comment is that the results presented
by the baselines are all inferior to the results presented by
TopCat when using only attribute description, presented in
Table 3 as NoStoreNoPrice. Further, TopCat is superior to the
best AutoCat result even when using no segment information,
NoSeg presented in Table 3, thus being superior when using
exactly the same attributes available to AutoCat and exactly
the same features.

Time Performance Issues

Besides the importance of obtaining high-quality results,
product offer classification methods should be able to scale
when the number of categories and product offers grow. For

instance, SVM (Joachims et al., 1998), a state-of-the-art clas-
sification method is not viable in this problem. We tried
to run SVM light (Joachims, 1999), which is an optimized
implementation of SVM and we were not able to execute
the program even when running with a 4-GB computer and
using only 10% of the training samples. The time complexity
costs of the experimented methods are the same for meth-
ods TopCat, AutoCat, AutoCatSeg, MNB, and CFC, which
are O(P · C), where P is the number of product offers and C

is the number of categories in the collection. If we consider
that C is constant, the methods could be considered as lin-
ear. Each of these methods needs to compute a probability,
or similarity value, between each product offer and a model
that represents a category in the database. The final time to
run all these methods depended on implementation details,
but all of them run in a few minutes in UOL9.

The method kNN is O(P2), computes the similarity
between each product offer and all product offers in the
training set. This procedure is implemented by using the tra-
ditional implementation of vector space model with inverted
indexes. To give an idea about the impact of this change in the
costs, our implementation of kNN took about 20λh in UOL9.

Conclusions and Future Work

In this research work, we proposed a new product offer
classification approach that combines a set of features to
produce high-quality classification results in e-shopping sys-
tems. Regarding the study of features, we have concluded that
information about the price and the store of the offer is useful
for the classification process, but results in not much improve-
ment when compared with the product offer description, with
gains of 3.2% at UOL8 and 1% at UOL9 in micro-F1.

One of the main contributions of this study is to show that
the segmentation of description of product offers, a feature
that is commonly available on e-shopping systems, results
in a significant improvement in the quality of classifica-
tion results. For instance, segment information was able to
improve the macro-F1 results by 13.6% at UOL8 and 20.3%
at UOL9 when compared with the best result obtained by
us without segment information. Further, gain was also high
when using metric micro-F1.

The new way of modeling the problem and the study of
features presented in this article may contribute to produce
better practical results in e-shopping classification systems
and provide an interesting insight for future work in this area.
As future work, we are interested in investigating the usage
of our classification approach as a tool for finding classifi-
cation errors in e-shopping services where humans perform
a manual classification. We considered this possibility after
verifying that in our human classified dataset there is a higher
concentration of classification errors for offers, where the
results of TopCat diverge from the category assigned by
humans.

As another future direction, we are also interested in inves-
tigating the performance of TopCat as a method to identify
when a new product does not fit in any of the categories in
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the current taxonomy. Further, we are also interested in cases
where the new product offer belongs to multiple categories,
thus performing a multi-label classification.
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